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Abstract

Physically based spectral rendering has become increasingly important in recent years. However, asset textures in such systems are usually still drawn or acquired as RGB tristimulus values. While a number of RGB to spectrum upsampling techniques are available, none of them support upsampling of all colours in the full spectral locus, as it is intrinsically bigger than the gamut of physically valid reflectance spectra. But with display technology moving to increasingly wider gamuts, the ability to achieve highly saturated colours becomes an increasingly important feature.

Real materials usually exhibit smooth reflectance spectra, while computationally generated spectra become more blocky as they represent increasingly bright and saturated colours. In print media, plastic or textile design, fluorescent dyes are added to extend the boundaries of the gamut of reflectance spectra.

We follow the same approach for rendering: we provide a method which, given an input RGB tristimulus value, automatically provides a mixture of a regular, smooth reflectance spectrum plus a fluorescent part. For highly saturated input colours, the combination yields an improved reconstruction compared to what would be possible relying on a reflectance spectrum alone.

Figure 1: A spectrally rendered scene with standard RGB to spectrum upsampling (left) cannot achieve reflectance spectra with arbitrary colour saturation and brightness due to energy conservation constraints. Our technique (centre) converts bright and deeply saturated input RGB colours to regular reflectance spectra and enhances them with a fluorescent component, reproducing colours from a considerably wider gamut. The input colours were specified in ACEScg—for instance, the top ring of the swimming pool has color (0.9, 0, 0.9) in ACEScg. To visualise colours of such high saturation, we interpret the rec2020 data of the rendered images as sRGB for display, and we also provide a display-independent difference image in CIE74 \(\Delta E\) on the right (stopped down by 7ev, i.e. a saturated pixel value of 1.0 corresponds to \(\Delta E = 128\)). Similarly, the squares to the left visualise the ACEScg input colours reinterpreted as sRGB.

1. Introduction

Physically based rendering has received considerable attention in recent years. Thanks to the availability of sophisticated material models and Monte Carlo sampling techniques, it is now possible to create renderings of complex virtual worlds with stunning realism.

A number of physically based rendering systems throughout academia and industry simulate the underlying light transport spec-
Our technique is most relevant when working with assets created in wide gamut colour spaces as DCI P3, Rec. 2020, ACEScg, etc. Spectra for smaller spaces (e.g. sRGB) can generally be created directly, without the need for added fluorescence. Our technique also enables spectral upsampling of RAW photographs that often have much wider colour gamut than sRGB. An additional benefit of our approach is that while all of sRGB can indeed be covered by conventional reflectance spectra, the highly saturated colours near the border of the sRGB gamut require very blocky spectral shapes near MacAdam’s limit of physically valid spectra. While physically plausible, such spectra are not very realistic, and in the context of Monte Carlo rendering are hard to sample. Therefore a moderate addition of fluorescence also makes sense near the boundaries of sRGB, in order to recreate the same colour with a smoother reflectance spectrum.

Our contributions are:

- the first spectral upsampling technique to include fluorescence
- a spectral model parameterise by three floating point values for the elastic component and three additional floating point values for the fluorescent part, making it small enough to be used in textured assets.
- analytical sampling routines for wavelength importance sampling at fluorescent scattering events.

2. Background and Previous Work

Colour Science. Given our understanding of the human visual system, colour is normally expressed as a vector of tristimulus values [WS00]. In the case of RGB spaces, all colours that can be expressed by values in $[0,1]^3$ form the gamut of a given colour space. It has been shown that not all visible colours correspond to valid reflectances [Mac35b], due to energy conservation constraints. If one restricts oneself to natural reflectances, i.e. smooth reflectance spectra as they often appear in real materials, this gamut shrinks even more [MSHD15] (see also Figure 2).
Spectral Rendering. Physics tells us that the radiometric quantities associated with light depend on wavelength, and shall be computed by superposition. That is, transport may be simulated per wavelength separately, and the result added to the frame buffer in the end. In particular, the widely used practice of working with RGB values as units of computations in a renderer is actually wrong [WEVO2]. To support bright colours outside the gamut of valid reflectances, we will need to extend the notion of independent transport per wavelength.

Fluorescence. Fluorescence is the process of light being absorbed at one wavelength and re-emitted at another, usually lower wavelength. In our context we assume this process to be instantaneous. The most important parameters for this work are the absorption and the emission spectrum. The absorption spectrum $a(\lambda_i)$ determines how much light is absorbed for a given wavelength. This light is then re-emitted with a spectral distribution following the emission spectrum $e(\lambda_o)$ [Lak06]. The distance between the absorption and emission spectrum’s peak wavelength is known as the Stokes shift.

Fluorescence plays an important role in textile and packaging design where it is used to produce materials with bright colours and significant saturation. Furthermore, the colour of the scattered illumination due to fluorescence is typically relatively independent from the excitation wavelength, resulting in good colour constancy.

Similar to our setting, printing with fluorescent inks requires determining the fractions of regular and fluorescent ink. Rossier et al. [Ros13] determine the extended fluorescent gamut as combination of few fluorescent primary colours in the context of halftoning, given an sRGB input image. Our model specifically targets larger gamuts and uses a parametric fluorescent additive.

Fluorescence also plays an essential role in the context of chemistry [Lak06] and biology [Kub17]. For instance, genetic modification of an organism’s DNA can cause it to express various fluorescent proteins in different cellular components, enabling detailed observations when excited with light of suitable wavelengths.

Rendering and acquisition of fluorescent materials in computer graphics has a long history [Gla94, WTP01, HHA+10]. For rendering we use a path tracer with next event estimation [MFW18], together with a simple diffuse BRDF [WWLP06]. In particular, we implement the BRDF model as described by Jung et al. [JHD18]:

$$f(\lambda_i, \omega_i, \omega_o, \lambda_o) = \frac{\delta_{\lambda_i, \lambda_o} (1 - ca(\lambda_i)) r(\lambda_i) + ca(\lambda_o) Q e(\lambda_o)}{\pi},$$

where the left summand in the numerator is the regular reflection. The Dirac delta function left ensures that this term only contributes when $\lambda_i = \lambda_o$. $c$ is a scalar introduced for convenience to scale down the absorption spectrum $a(\lambda_i)$, and $r(\lambda)$ is the non-fluorescent reflectance spectrum. In the right summand, the fluorescent part, $Q$ accounts for the quantum yield and $e(\lambda_o)$ is the emission spectrum mentioned above.

For any given input RGB colour, we are now interested in providing matching $r(\lambda)$, $a(\lambda)$, $e(\lambda)$ and $c$. We discuss modelling $a$,

---

Subjected to energetic radiation, some materials absorb multiple photons and emit light at shorter wavelengths [GM31]. We do not consider this case.

![Figure 3: Left: Example spectra showing the expressivity of the sigmoid model. Right: Locations where we evaluate the derivative to penalise box-like spectra.](image-url)
3. Fluorescent RGB upscaling

In this section we detail our upscaling technique. Like Jakob and Hanika [JH19], we compute a cube-shaped 3D-lookup table, where we store precomputed coefficients \( c' \in \mathbb{R}^3 \) for reflectance, \( c'' \in \mathbb{R}^3 \) for fluorescence) for discrete RGB values. The three dimensions of our lookup table correspond to the three dimensions of the RGB-[0, 1]^3-cube of a given colour space, such that cube entries are spaced uniformly in RGB.

For each cube entry, we optimise the associated coefficients \( c' \) and \( c'' \) such that we minimise the Euclidean distance inside the \([0, 1]^3\) RGB cube between the target colour and the colour represented by the coefficients.

3.1. Overview

We begin by populating the table for the given RGB space with coefficients \( c' \) as computed by the spectral upsampling method by Jakob and Hanika [JH19]. This process does not yield satisfactory reflectance spectra for all entries when working with a wide gamut colour space: some colours outside of MacAdam’s gamut simply cannot be reproduced by energy-conserving spectra, while others require unnaturally blocky spectra (a similar issue was reported by Meng et al. [MSHD15]). We detect the latter case using a simple analytical criterion detailed in Section 3.2. After this, we improve the spectra computed during this first stage by determining the parameters of our parametric model for fluorescence (Section 3.3).

3.2. Elastic scattering component

Figure 3 shows several example reflectance spectra created via non-fluorescent spectral upsampling by Jakob and Hanika [JH19]. This process does not yield satisfactory reflectance spectra for all entries when working with a wide gamut colour space: some colours outside of MacAdam’s gamut simply cannot be reproduced by energy-conserving spectra, while others require unnaturally blocky spectra (a similar issue was reported by Meng et al. [MSHD15]). We detect the latter case using a simple analytical criterion detailed in Section 3.2. After this, we improve the spectra computed during this first stage by determining the parameters of our parametric model for fluorescence (Section 3.3).

3.3. A parametric model for fluorescent spectra

To describe fluorescence in the BRDF model Equation (1) we must still specify concrete absorption and emission spectra. We use a simple low-dimensional parametric model instead of densely sampled spectra to ensure that our model is efficient to use at render time. Our model can also be importance sampled analytically, which is beneficial for Monte Carlo light transport simulation. The choice of an analytic model also enables a considerably simplified optimisation of model parameters for a given RGB input value.

In order to keep the number of parameters small, we fix the parameter \( Q = 0.96 \). We chose this value, as several real-world materials have quantum yields close to 100% [Lak06] and we want Q to be as high as physically reasonable in order to achieve higher saturations via reradiation. Considering the model in Equation (1), a lower \( Q \) would be mathematically equivalent to a larger \( Q \) coupled with lowering \( e \) and \( r(\lambda) \), so we expect little benefit from using an additional parameter for \( Q \).

To determine the associated wavelength, we must solve the quadratic equation \( P(\lambda_1, \lambda_2) = y_{\text{mid}} \). The final approximate derivative value is given by \( |r'(\lambda_1)| \) or \( |r'(\lambda_2)| \)—either solution is suitable. An example is shown in Figure 3.

The accuracy of this approximation increases with the maximum slope of \( r \). For a box-like spectrum with values mostly close to 0 or 1, the corresponding internal polynomial \( P \) reaches extremely low and high values, which get mapped to close-to-0 and close-to-1 by the sigmoid \( S \), with the steepest derivative of \( S(P) \) at \( S = (\text{almost0} + \text{almost1})/2 \approx 0.5 \) for symmetry reasons. Since we only want to penalise spectra above a certain steepness, we do not care about smooth spectra where the approximation is less accurate.

We then penalise spectra with an absolute derivative above a threshold \( t \) by adding the term \( 100 \cdot \max(0, |r'(\lambda_1)| − t) \) to the optimisation objective (i.e. the distance inside the RGB \([0, 1]^3\) cube). We use \( t = 0.016 \) (when plotted over wavelengths in nm) as a threshold for smooth spectra, which is the maximum derivative observed on the classic Macbeth colour checker (see Figure 7). We use \( |r'(\lambda_1)| − t \) in order to assure a continuous optimisation objective. Considering that colour distances inside the \([0, 1]^3\) cube can reach values in \([0, \sqrt{3}]\), we then scale this difference by a factor of 100 in order impact the target function even for slightly larger derivatives, causing the optimiser to prefer the fluorescent component to reduce colour reprojection error.
Figure 4: Our model for fluorescent spectra: Since the spectra mirror each other over wavenumbers, this plot over wavelengths shows the absorption spectrum as a distorted b-spline. This distortion increases with larger Stokes shift and smaller emission peak wavelength. In this example, the emission peak wavelength \( \lambda_e = 400 \text{ nm} \) for both. The mixing coefficient \( c \) only is relevant when evaluating the full BRDF.

as separable without the danger of sampling events that transition to shorter wavelengths.

We compute a scaling factor \( \alpha \) which is used to stretch the emission spectrum, such that mirroring it over wavelength results in an absorption peak wavelength at the specified distance \( s \):

\[
\alpha = \frac{\lambda_e s}{2 \lambda_e - s}.
\]

This leads us to the emission spectrum

\[
e(\lambda_e) = b \left( \frac{3}{\alpha} (\lambda_e - \lambda_e) \right) \frac{9}{8 \alpha}.
\]

and the absorption spectrum

\[
a(\lambda_e) = b \left( \frac{3}{\alpha} \left( \frac{2}{\lambda_e - \alpha} - \frac{1}{\lambda_e} \right)^{-1} - \lambda_e \right).
\]

In contrast to the absorption spectrum, which takes on the value 1 at its peak, the emission spectrum is normalised so that it integrates to 1. This normalisation constant for \( e(\lambda_e) \) has a closed-form solution and is given by \( 9/(8\alpha) \). An example of a typical resulting emission and absorption spectrum pair is given in Figure 4.

3.4. Parameter search

Target function. We minimise an objective function given by the Euclidean distance between the input colour and the colour represented by the coefficients. To compute the latter we evaluate the reflectivity \( R \) for a given illuminant \( I(\lambda) \) as

\[
R(\lambda) = r(\lambda) \cdot (1 - ca(\lambda)) \cdot I(\lambda) + e(\lambda) \cdot \int_{-\infty}^{\infty} ca(\lambda) I(\lambda) d\lambda,
\]

and convert it to RGB using the colour matching functions associated with the desired colour space. We furthermore add a penalty for large derivatives described in Section 3.2. If no fluorescence is present, the above expression reduces to computing the colour of the reflectance spectrum \( r \) under a given illuminant \( I \).

An outline of our algorithm is given in Algorithm 1. For the optimisation we use Ceres [AMO], both for the initial search for reflectance coefficients \( c' \), and for finding fluorescent coefficients \( c'f \) wherever reflectance alone does not lead to a satisfactory result. This can happen when there is no physically valid reflectance for the given input colour, or when a physically valid reflectance exists but is rejected for being too box-like.

In the initial search, Ceres finds zero-error \( c' \) for colours inside the gamut of smooth spectra. In the following we only consider entries where those coefficients still have some error left. We will discuss finding fluorescence coefficients \( c'f \) wherever required, and refining \( c' \) in combination with \( c'f \) wherever \( c' \) alone is not enough.

We found that whenever fluorescence is required, the performance of the optimiser heavily depends on the quality of the input coefficients, and it easily gets stuck in local minima. We therefore support the optimiser in two ways: Initially, we use a priori knowledge about the fluorescence parameter space to find a “good” initialisation. Next, we iterate multiple calls to Ceres, while propagating information from neighbouring cube entries. We always cache the best coefficients found so far, in case one of these steps increases error.

Initialisation. After the initial search for \( c' \), we need to find a good initial guess for \( c'f \) to guide Ceres. We already know the meaning (emission peak wavelength, concentration, Stokes shift) of the fluorescence coefficients, which leads us to reasonable bounds for their value range (details in Section 4). We then use these bounds to perform a brute-force search over the three-dimensional fluorescence coefficient space to find initial values with low error, given the initial \( c' \). Figure 5 visualises a one-dimensional slice of such a brute-force search for fixed \( c' \), \( c \) and \( s \), which reveals an intricate optimisation objective with several local minima.

Iterative refinement. We found it most effective to call Ceres multiple times, alternately optimising both \( c' \) and \( c'f \) jointly, and only optimising \( c'f \) (Algorithm 1). If smooth reflectances are desired, the target function inside these calls penalises large derivatives as described in Section 3.2. We terminate this process after a maximum number of iterations, or when the error no longer improves.

Information from neighbours. While the procedure described so far finds optimal solutions for some RGB values, for many others it gets stuck in local minima. To improve convergence globally, we propagate solutions from adjacent cube entries: for each entry, whose coefficients \( c_j', c_jf \) have not yet converged below some error threshold, we look at the coefficients \( c_j', c_kf \) of adjacent entries \( k = 1, \ldots, 26 \). Coefficients that would result in a lower error for the
centre entry than \(c'_j, c'_f\) are then used to initialize the starting guess of the subsequent iteration.

We then resume optimising \(c'\) and \(c_f\) jointly and optimising \(c'\) only, reseeding using neighbour information, and so on. This process repeats a number of times to ensure that information can propagate to more distant entries.

We found that results further improve when decreasing the error thresholds over iterations (implemented by comparing neighbouring error to an upscaled centre error), and also starting from the entry’s own coefficients if no better neighbours are available (hence, the loop over \(k\) in Algorithm 1 begins at \(k = 0\), which represents the centre entry \(j\).

Algorithm 1 Parameter Optimisation

```plaintext
for all cube entries do
    optimise \(c'\)
for all cube entries with remaining error do
    brute-force search \(c_f\)
for \(i = 1, \ldots, 50\) do
    for all cube entries \(j\) with remaining error do
        for all \(k = 0, \ldots, 26\) neighbours with error \(\leq i\) own error do
            \(c'_j \leftarrow c'_k, c'_f \leftarrow c'_j\)
        for \(l = 1, \ldots, 31\) do
            if \(c'_j, c'_f\) still have error then
                if \(l \mod 2 = 0\) then
                    optimise \(c'\) and \(c_f\) jointly
                else
                    only optimise \(c'\)
```

3.5. Importance sampling

Our model admits a simple importance sampling technique for use in Monte Carlo rendering systems. Given a material interaction, we must first decide whether to scatter elastically or inelastically, for which we use the probabilities specified in [JHD18]. In case of inelastic scattering, the next step involves importance sampling a new wavelength from the absorption spectrum \(a(\lambda)\) on a camera path, or from the emission spectrum \(e(\lambda)\) on a light path.

We can sample \(e(\lambda_o)\) precisely using the following expression:

\[
    \lambda_o = \lambda_e + \alpha \left( \frac{\xi_1 + \xi_2 + \xi_3}{3} - 1 \right) ,
\]

\(\xi_1, \ldots, \xi_3\) are uniformly distributed random numbers on the interval \([0, 1]\). The relies on an idea by Stark et al. [SSA05], which exploits the convolutional nature of b-splines: in particular, any b-spline can be expressed as a repeated convolution of box functions, which can hence be sampled by summing a suitable number of uniformly distributed variates.

The same approach unfortunately cannot directly be applied the absorption spectrum \(a(\lambda)\), since the underlying spline curve is mapped through a nonlinear transformation. We currently sample a triangular density function, whose peak and support match those of \(a(\lambda)\), though we note this scheme could be significantly improved e.g. by sampling a normal distribution or suitably parameterized b-spline. A code snippet for the triangular sampling scheme is provided in the supplemental material. The integral of the absorption spectrum required for computing the probability of a fluorescent event on a camera path as specified in [JHD18] can be approximated with the integral of a b-spline with the same support.

In the elastic case, we simply preserve the current wavelength and multiply the path throughput by the reflectance spectrum \(r(\lambda)\) divided by the probability for elastic scattering.

4. Results

We implemented the simple diffuse fluorescent BSDF from Equation (1) in the context of a standard path tracer with next event estimation in an existing spectral rendering framework. All our experiments were run on an Intel i7-6700 3.4GHz CPU.

Optimisation Parameters. We tested our optimisation for the ACEScg colour space. The cube entries are placed in a regular grid at \([k \cdot 1/32]^{32}, k = 0, \ldots, 32\). After the initial search for \(c'\), the brute-force search evaluates all combinations of emission peak wavelengths in \([300, 800]\) in 10nm-steps, Stokes shifts in \([5, 100]\) in 10nm-steps, and mixing factors in \([0, 1]\) in 0.1 steps to initialise \(c_f\) wherever required. While a search with smaller step sizes (e.g. 1nm for emission peak and Stokes shift) initially yields lower-error coefficients, it takes considerably more time (46min for 1nm steps versus 3min for 10nm steps) and the initial benefit vanishes after several rounds of seeding with adjacent coefficients. We performed 50 iterations considering adjacent coefficients as seed, each followed by up to 31 calls to Ceres, alternating joint optimisation of \(c'\) and \(c_f\), and optimisation of \(c'\) only.

---

*Figure 5: One-dimensional brute-force search for a low-error emission peak wavelength \(\lambda_e\), given a fixed Stokes shift (50nm), mixing factor (c = 1.0) and reflectance coefficients. The goal is to match RGB=(0,0,80,0,58) (dotted lines). The coloured lines represent the achieved colour depending on \(\lambda_e\). The grey line is the RGB-distance between goal colour and the colour represented by the coefficients. The grey dot marks the best value found with a step size of 1nm.*
Cube statistics. For \( t = \infty \) (i.e. arbitrarily large reflectance derivatives), both with and without UV light in the illuminant, the whole optimisation took 2h 43min. In this case 5728 entries required fluore-
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Cube statistics. For \( t = \infty \) (i.e. arbitrarily large reflectance derivatives), both with and without UV light in the illuminant, the whole optimisation took 2h 43min. In this case 5728 entries required fluorescence, 1486 of which still have non-negligible error when the optimisation is complete. For \( t = 0.016 \) this number increases to 1908, with a total of 16333 entries requiring fluorescence, leading the optimisation to last 4 hours.

We visualise the distribution of optimised \( \lambda_e, c \) and \( s \) in Figure 6 for all entries with \( c > 0 \), i.e. all entries actually using fluorescence, for the \( t = \infty \) cube. The emission peaks are somewhat correlated to the colour matching functions’ peaks at roughly 450, 530 and 630nm. The concentration and Stokes shift histograms show that larger values are preferred, which makes sense as those increase the amount of reradiated energy.

Jointly optimising both \( c' \) and \( c' \) in every call to Ceres takes twice as long to achieve the same quality as alternating joint optimisation of \( c' \) and \( c' \), and isolated optimisation of \( c' \). Alternating isolated optimisation of either \( c' \) or \( c' \) leads to a worse result, with 2782 entries still having a non-negligible error after almost 4 hours for \( t = \infty \) without UV light.

HSV test card. In a first experiment, we directly convert texels of a 2D ACEScg texture (Figure 8 right) to colours that can be represented by our model. To do so, we perform lookups into the precomputed coefficient cube and use trilinear interpolation to interpo-
late reflectivities of the cube’s entries. Following this, we evaluate the resulting RGB reflectance using the same illuminant that was also used to create the coefficient cube.

We compare the error of the input texture to the resulting colour for a cube without fluorescence (i.e. only optimising reflectance coefficients), and two cubes with fluorescence in Figure 8. In or-
der to show what is theoretically possible we compare arbitrary derivatives with and without fluorescence, and using a derivative threshold of \( t = 0.016 \) with fluorescence. Both the input texture as well as the reconstructed textures store ACEScg tristimulus values, which on screen are re-interpreted as sRGB, thus visualising a de-
saturated version of the true colours. The addition of fluorescence increases both the number of colours that can be reconstructed with zero error, as well as the error for the remaining colours. However, we were not able to achieve zero error on the full ACEScg gamut, which is most obvious in the dark blue and red regions.

Cube entry errors. Figure 9 visualises the component-wise abso-
lute error of the colour for each entry of the coefficient cube. The black region in the centre corresponds to the colours that can be reached by either reflectance only or reflectance plus fluorescence. The first layer corresponds to the blue channel being 0, which poses the biggest issue for the optimiser. The red and green channel being zero correspond to the upper row and left column respectively.
Figure 10: Phenomenological comparison of reflectivity plotted over wavelength for saturated colours. Left: our result ($t = \infty$, no UV light, RGB={0.52, 0.97, 0.84}). Right: real life example (daylight fluo yellow colourant) reproduced after [Ros13, Fig. 1.2]. Both spectra exhibit a base reflectivity which stays below 1.0. On top, there is a fluorescent peak at the rising edge of the spectrum, which for the real material is even stronger in illumination with UV light.

**Gamut.** We evaluated the approximate gamut of our fluorescent upsampling model Figure 2 (right). This figure has been drawn based on data assuming a D65 illuminant, and results may vary for other illuminants. As can be seen, the fluorescent upsampling model is able to reach outside MacAdam’s limit, and almost fills all corners of the wide ACEScg gamut. There are some slight differences remaining in cyan and more obvious gaps in the magenta corner. As our search space is limited by ACEScg, we do not reach full coverage of MacAdam’s limit. To evaluate the limits of our method, we would need an even larger input colour space.

**Spectral comparison.** We compare the phenomenological appearance of the reflectivity created by our model with the reflectivity of a real-world material that was enhanced with a fluorescent dye in Figure 10. Both spectra are mostly below 100% reflectivity except for the fluorescent peak. The synthetic and real fluorescent peak are of roughly similar shape, intensity and width.

**UV light.** Figure 9 reveals that adding ultraviolet light to the illuminant as shown in Figure 7 does not decrease the overall error. This might be partly because the ultraviolet component of D65 is much weaker than the visible component. Another possible reason is that due to the limited Stokes shift, adding UV light would mostly influence blue-ish colours. However, Figure 9 shows that colours with large blue and small red and green values inside the cube can already be realised well without fluorescence. More comparisons with and without UV light are presented in the supplemental material.

**Reradiation Matrices.** The reradiation matrix corresponding to the spectra can be created by evaluating the BRDF in discrete steps. Examples of such matrices are presented in Figure 13. Since the absorption and emission spectrum do not overlap, the area corresponding to fluorescence is entirely above the diagonal.

**Cubic Interpolation.** We evaluate three different strategies for converting an RGB texture to a coefficient texture. We always interpret the texel’s RGB value as cube coordinates in $[0, 1]^3$. We compare using coefficients from the coefficient cube’s nearest entry to interpolating coefficients of the 8 surrounding cube entries in Figure 11.

As both these strategies come with drawbacks, we also present a rendering based on true interpolation of the reradiation matrices represented by the 8 surrounding cube entries in Figure 12. Strictly speaking this does not result in a low-storage texture representation anymore, since each texel now stores a full reradiation matrix, which is why this figure uses a lower resolution input texture. Examples for interpolated reradiation matrices are presented in Figure 13. Note that a material corresponding to such an interpolated matrix would contain several fluorophores mixed together, while at discrete cube entries the corresponding material contains only one fluorophore.

When interpolating fluorescence coefficients we have to take care to only interpolate emission peaks $\lambda_e$ and stokes shifts $s$ of entries that actually incorporate fluorescence, i.e. entries with $c > 0$, since otherwise their coefficients stored for $\lambda_e$ and $s$ are meaningless. The mixing coefficient $c$ itself however needs to be interpolated with regular interpolation weights.

It turns out that when transitioning from the region that does not require fluorescence to the region that does, the reflectance spectra’s brightness drops significantly. Due to the nonlinearity of the sigmoid mapping, a trilinear interpolation of reflectance coefficients does not result in a linear drop of the reflectance spectrum intensity. All the while, the fluorescent component’s intensity increases linearly with the interpolation of $c$. This results in a glow-like effect in this transition region, caused by the overly bright interpolated reflectance spectra. In conclusion, while for smooth regions inside the cube interpolating coefficients produces reasonable results, it is not a good idea in general due to the abrupt change in reflectance once fluorescence is incorporated. On the other hand, using the nearest entry’s coefficients results in a larger number of hard transitions, but less noticeable ones.
5. Conclusion and future work

We presented a first method capable of automatically adding a fluorescent component to reflectance spectra that are synthesised based on RGB values. A typical use case for this are wide gamut input textures, such as textures in the ACEScg space which we use for our examples. In such a large RGB space, not all colour values have corresponding pure reflectance spectra, as parts of it lie outside the gamut of solid colours. We solve this problem by adding fluorescent components to reflectance spectra, which allows us to generate highly saturated solid colours without violating any laws of physics. We will upload the coefficient cubes as well as an open source implementation that can be used to read and query them.

Our simple parametric model for the absorption and emission spectrum of the fluorescent component is suitable for texturing as it is based on three floating point coefficients. It matches the sigmoid spectra used for normal reflectance in our system insofar as it is also physically plausible, without directly corresponding to any particular set of real fluorescent dyes: instead, it is designed to phenomenologically match the mirrored appearance of real absorption and emission spectra.

In the future, we will analyse actual fluorescent dyes and their absorption and emission spectra with a PCA-based method, and/or directly use a database of a few relevant dyes instead. This will improve our ability to match the appearance of real highly saturated materials. For instance, to generate spectral data that plausibly mimics the appearance of printed materials, the reradiation matrices of only very few real fluorescent inks can be used.

Interpolation of our model’s coefficients, while producing reasonable results in most cases, produces unintuitive results on the border where the spectral reconstruction switches from plain to fluorescence enhanced. Adding lower amounts of fluorescence to less saturated colours, even if it would not yet be necessary, might result in a smoother drop of standard reflectance intensity, and yield more reasonable interpolation results. Additionally, a method to enforce adjacent cube entries to have similar emission peaks, even at a slightly increased error, might be necessary to improve interpolation results further.

In this initial version, our model does not produce overlapping absorption and emission spectra. This way, we dodge the question whether fluorescence will ever result in a shift to shorter wavelengths or not. Dealing with this question is orthogonal to the purpose of this work, so we deemed it best to skirt the problem entirely. If reradiation were to occur in both directions, evaluation of indirect lighting effects might become more interesting if a certain amount of physics. We will upload the coefficient cubes as well as an open source implementation that can be used to read and query them.

Our simple parametric model for the absorption and emission spectrum of the fluorescent component is suitable for texturing as it is based on three floating point coefficients. It matches the sigmoid spectra used for normal reflectance in our system insofar as it is also physically plausible, without directly corresponding to any particular set of real fluorescent dyes: instead, it is designed to phenomenologically match the mirrored appearance of real absorption and emission spectra.

In the future, we will analyse actual fluorescent dyes and their absorption and emission spectra with a PCA-based method, and/or directly use a database of a few relevant dyes instead. This will improve our ability to match the appearance of real highly saturated materials. For instance, to generate spectral data that plausibly mimics the appearance of printed materials, the reradiation matrices of only very few real fluorescent inks can be used.

Interpolation of our model’s coefficients, while producing reasonable results in most cases, produces unintuitive results on the border where the spectral reconstruction switches from plain to fluorescence enhanced. Adding lower amounts of fluorescence to less saturated colours, even if it would not yet be necessary, might result in a smoother drop of standard reflectance intensity, and yield more reasonable interpolation results. Additionally, a method to enforce adjacent cube entries to have similar emission peaks, even at a slightly increased error, might be necessary to improve interpolation results further.

In this initial version, our model does not produce overlapping absorption and emission spectra. This way, we dodge the question whether fluorescence will ever result in a shift to shorter wavelengths or not. Dealing with this question is orthogonal to the purpose of this work, so we deemed it best to skirt the problem entirely. If reradiation were to occur in both directions, evaluation of indirect lighting effects might become more interesting if a certain amount of re-absorption of fluorescent emission takes place.
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Figure 12: Reradiation matrices with input from all 8 voxel corners (top), and corresponding reflectance spectra under illuminant E (bottom). The example on the left is typical: the 8 corners of the voxel for a particular RGB value place several almost identical reradiation lobes in close proximity, so that the resulting overall reradiation is still confined to a single area in the matrix. This is the sort of scenario where interpolating coefficients yields reasonable results. But in some cases, the scenario seen on the right occurs: two or more clearly distinct reradiation components corresponding to different emission colours are introduced, so a full matrix reconstruction is needed.

Figure 13: In this rendering, we evaluate all 8 reradiation matrices involved in a given coefficient cube voxel, and analytically sample the discrete reradiation matrix defined by the interpolated coefficients. While this requires a lot of storage (we have to explicitly generate the entire reradiation matrix for each texel), this is the proper way to do it, and leads to a smooth result. The image on the right has reflectance set to 0 wherever fluorescence is present, and shows how it increases as chroma goes up. Some hues, like e.g. orange, do not seem to require fluorescence as much as others, as the gamut of reflectance spectra reaches further in some regions (see Figure 2).


